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VLPL-S  Workload Descriptions

Description
Number of Cells on 
X and Y

Particles per 
Cell

Number of 
Time steps Precision

V2d-test1.ini
The total particles numbers in all cells will keep the same and the particles moves from one cell to another. 
It’s  one of typical case in engineering application. 2500x240 9 200 SP

V2d-test2.ini
The total particles number will increase as the time step goes on. For some cell, the particles number would 
increase to 5x. And the load balance would become  better and better when the time step goes on. 2500x240 9 100 SP

V2d-test3.ini
The workload has good load balance used for benchmark. And the particles number would not change a lot in 
one cell. 1200x1200 16 20 SP

V2d-test3.big.ini
All of the parameter is the same with v2d-test3.ini except that the cells number on X and Y Direction is twice. 
And the particles per cell is 9. 2400x2400 9 20 SP

 VLPL-S is the in-house code from SJTU, paralleled with MPI and written in C++. The 
application is about Particle-in-Cell method for laser plasma simulation by solving the  
particles motion equation, current density distribution and Maxwell equations. 

 Disable the result output and the wall time of computation is performance benchmark. 
For this app, the result output is finished by 1st rank collecting data from other ranks.

 Workload Info
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Machine Configurations 

Processor E5-2699v3 E5-2697v4 Xeon Phi 7210 Xeon Phi 7250

Stepping 2 1(B0) 1 (B0) 1 (B0)

Sockets / TDP 2S / 290W 2S / 290W 1S / 215W 1S / 215W

Frequency / Cores /  
Threads

2.3GHz / 36/ 72 2.3GHz / 36 / 72 1.3GHz / 64 / 256 1.4GHz / 68 / 272

DDR4 Memory 128GB 2133MHz 128GB 2400MHz 6x16GB 2133MHz 6x16GB 2400MHz

MCDRAM N/A N/A 16 GB Flat 16 GB Flat

Cluster/Snoop Mode Home Home Quadrant Quadrant

Turbo Enabled Enabled Enabled Enabled

BIOS SE5C610.86B.01.01.0
008.021120151325

GRRFSDP1.86B.027
1.R00.1510301446

GVPRCRB1.86B.0010.
R00.1603251732

GVPRCRB1.86B.0010.
R00.1603251732

Operating System CentOS release 
6.7(Final)

CentOS release 
6.7(Final)

RHEL 7.1 
(3.10.0-327.0)
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VLPL-S Analysis using Intel® Trace Analyzer and Collector 

For the workload v2d-test3.ini, the load balance is not bad. And MPI 
overhead is not high compared to the real computation time.

Using workload  v2d-test3.ini and v2d-test1.ini

For the workload v2d-test1.ini, the overhead is MPI 
communication. So the scalability is bad.
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VLPL-S Analysis using Intel® VTune™ Amplifier XE
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Optimizations Policies for VLPL-S

Remove the unnecessary computation and 
memory access 

Improve cache hit rate by prefetch

Avoid unnecessary precision conversion of 
constant and function call

Inter-procedural Optimization

Improve function call efficiency by removing 
the virtual function call 

Vectorization

Make good usage of MCDRAM on KNL 

 Data restructure, make 
sure all of list in the unit-
stride array

 Multi-Thread Support, 
such as OpenMP, TBB, etc.

 Modify MPI 
communication mode to 
unblocked 

 Parallel I/O if needed

Optimization been tried Optimization being tried
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Optimization #1: Remove the unnecessary operation from 
algorithm 

• Avoiding unnecessary memory access by removing the function 
SetCellNumbers

v2d-test3.ini
BDW 36P:  2.49x
KNL 256P: 2.33x
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Optimization #2: Improving cache hit rate by 
prefetch
• The list structure is not friendly to improving memory access. Cache miss 

occurs. Using _mm_prefetch to optimize the code.

v2d-test3.ini
BDW 36P: 1.33x
KNL 256P: 1.08x
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Optimization #3: Using the right precision and 
avoiding precision conversion 
• Using the right precision function 

• Avoiding constant precision conversion

For example:

v2d-test3.ini
BDW 36P: 1.03x
KNL 256P: 1.07x



12

Optimization #4: Inter-procedural Optimization

• Use the compiler option “-ipo”  

v2d-test3.ini
BDW 36P: 1.02x
KNL 256P: 1.09x



13

Optimization #5: Removing Virtual Function Call

• Removing Virtual Function call to reduce overhead of the redundant 
register spill/fill 

v2d-test3.ini
BDW 36P: no improvment
KNL 256P: 1.1x

For BDW, there is no obvious improvement.



14

Optimization #6: Vectorization
• Achieve vectorization by fetching the data from list and coping them to arrays. Because the 

data structure is list and memory access is random which is not good for vectorization

Vectorization code Original code

v2d-test3.ini
BDW 36P: 0.99x 
KNL 256P:1.05x
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Optimization #6: Vectorization

The performance on HSW/BDW became worse
than optimization #5.Because for optimization 
6, the prefetch latency hasn’t been hidden well 
after memory copy and vectorization can’t 
bring enough benefit on BDW.

Optimization#6

Optimization#5

v2d-test3.ini
BDW 36P: 0.99x 
KNL 256P:1.05x
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Speedup over baseline step by step
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VLPL-S performance improvement step by step on HSW/BDW/KNL

baseline opt#1 opt#2 opt#3 opt#4 opt#5 opt#6

KNL baseline is the performance of Quadrant/Flat(MCDRAM only) 256 P
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Speedup from Optimizations
Baseline is the performance of original code and on KNL ,it’s the same binary as Xeon, no option of “-
xMIC-AVX512” and just DDR only+Quadrant

Intel Confidential – Do not forward

v2d-test1.ini v2d-test2.ini v2d-test3.ini v2d-test3.big.ini

2S E5-2699v3 3.157361485 3.247367664 3.457238359 3.18171316

2S E5-2697v4 3.003887017 3.023319493 4.142607174 3.215542522

Xeon Phi 7210 3.469315141 2.785975074 7.583134175 11.95739404
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Summary
 Most of optimization policies work on both of Xeon and Xeon Phi

 AVX512 will bring benefit on KNL if the code is vectorized

 High Scalability, high memory access efficiency and vectorization are very 
important

 MCDRAM is very helpful to performance on KNL for the application of high 
memory bandwidth

 Intel® Parallel Studio XE plays an important role in the performance analysis 
and optimization.





What’s Inside: Intel® Parallel Studio XE 2016

Intel® Parallel Studio XE 2016 

Composer Edition
Intel® Parallel Studio XE 2016 

Professional Edition
Intel® Parallel Studio XE 2016 

Cluster Edition

Intel® C++ Compiler

Intel® Fortran Compiler

Intel® Threading Building Blocks 

Intel® Integrated Performance Primitives

Intel® Data Analytics Acceleration Library (DAAL)

Intel® Math Kernel Library

Intel® Cilk™ Plus

Intel® OpenMP*

Intel® C++ Compiler

Intel® Fortran Compiler

Intel® Threading Building Blocks 

Intel® Integrated Performance Primitives

Intel® Data Analytics Acceleration Library (DAAL)

Intel® Math Kernel Library

Intel® Cilk™ Plus

Intel® OpenMP*

Intel® C++ Compiler

Intel® Fortran Compiler

Intel® Threading Building Blocks 

Intel® Integrated Performance Primitives

Intel® Data Analytics Acceleration Library (DAAL)

Intel® Math Kernel Library

Intel® Cilk™ Plus

Intel® OpenMP*

Intel® Advisor XE 

Intel® Inspector XE

Intel® VTune™ Amplifier XE

Intel® Advisor XE 

Intel® Inspector XE

Intel® VTune™ Amplifier XE

Intel® MPI Library

Intel® Trace Analyzer and Collector

Bundle or Add-on:

Rogue Wave IMSL* Library

Add-on:

Rogue Wave IMSL* Library

Add-on:

Rogue Wave IMSL* Library

Additional configurations including, floating and academic, are available at: http://intel.ly/perf-tools
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