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Data Driven Threading Design
Intel® Advisor XE - Threading Prototyping

Tool for Architects

= Have you:

= Tried threading an app, but seen
little performance benefit?

= Hit a “scalability barrier” ?
Performance gains level off as you
add cores?

= Delayed a release that adds
threading because of synchronization
errors?

Breakthrough for threading design:
Quickly prototype multiple options
Project scaling on larger systems

Find synchronization errors before
implementing threading

Separate design and
implementation, design without
disrupting development

l Add Parallelism with Less Effort, Less Risk and More Impact |
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Agenda

= Survey

= Add Annotations

= Model Performance Suitability
= Check Correctness

m Add Parallel Framework
= Conclusion
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Intel® Advisor XE
Workflow

Transforming many serial algorithms into parallel
form takes 5 easy high—level steps:

where to add parallelism
experiment with parallel program structure
predict and model program scalability

discover potential synchronization
problems

5. Manually convert annotations to API
(with a little help of Annotations/Summary)

Optimization
Notice

Advisor XE Worlkflow

1. Survey Target

Where should I consider adding
parallelism? Locate the loops and
functions where your program spends
its time, and functions that call them.

Caollect Survey Data
View Survey Result

6 2. Annotate Sources

Add Intel Advisor XE annotations to
identify possible parallel tasks and their
enclosing parallel sites.

Steps to annotate

View Annotations

3. Check Suitability

Analyze the annotated program to
check its predicted parallel

performance,

Collect Suitability Data
View Suitability Result

4, Check Correctness

Predict parallel data sharing problems
for the annotated tasks. Fix the
reported sharing problems,

Collect Correctness Data
View Correctness Result

Q 5. Add Parallel Framework

Steps to replace annotations

View Summary

Current Project: Benchmarks
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Advisor XE Worlkflow

1. Survey Target

I nt e 1® Adv i S Or XE %m should I consider adding

parallelism? Locate the loops and
functions where your program spends

WOI‘kflOW its time, and functions that call them.

Caollect Survey Data

View Survey Result

= Advisor XE guides you through these 5 } 2. Annotate Sources

Add Intel Advisor XE annotations to
S t epS identify possible parallel tasks and their

enclosing parallel sites.

Steps to annotate

View Annotations
= No auto—parallelization 3. check suitabitty

Analyze the annotated program to
check its predicted parallel

= provides assisting tools

= Model & evaluate potential return of -
. . . Collect Suitability Data
parallelization investments. s
. 4. Check Correctness
u OH YOUI' S er 1 al prOgram Predict parallel data sharing problems
for the annotated tasks. Fix the
File View HE|F|, reported sharing problems.

—y Collect Correctness Data
| % % m | E' | @ View Correctness Result

Q 5. Add Parallel Framework

s | & B B2

Steps to replace annotations

View Summary

Current Project: Benchmarks
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Intel® Advisor XE
Advantages of Advisor XE modeling

Advisor XE modeling avoids the major design mistakes:
1. Measure performance, focus on hotspots.

2. Predict scalability, load balancing and
overheads.

3. Predict data races
Automated analysis catches cases people miss.

Making good decisi¢ns early saves time.

Advisor XE increases parallelization ROI

Optimization
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File View Help

=N EIE IR -2ke)
Advisor Workflow

Project Set up

hitm_test - Project Properties
Analysis Target | Binary/Symbol Search | Source Search
Target type: | Survey/Suitability Analysis
Survey/Suitability Analysis
Specify and configure the application executable (target) to analyze. Press F1 for more details,
Inherit set - = - .
Bl My Advisor XE Results - hitm_test - Project Properties
Application
Analysis Target | Binary/Symbel Search | Spurce Search
Application
Use appl Additional Binary and Symbeol File Locations
Working dir Specify the possible locations of binary and symbel files. These can be local directories, or symbol server paths using the form
My Advisor XE Results - hitm_test - Project Properties n
Managed ci
Analysis Target | Binary/Symbol Search | Source 3earch
Child applic
C Additinnal Source File | ncations
i Adval i i ) H
L hitm_test - Project Properties

Analysis Target | Binary/Symbol Search | Source Search

Target type: | Survey/Suitability Analysis v
Correctness Analysis
Survey/Suitability Analysis
Specify and configure the application executable (target) to analyze. Press F1 for more details.

Survey/Suit

[+ Inherit zettinns from Vicual Studin® nroiect: |hitm test
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Step 1: Survey Target
p y g %LﬁumTarget
Where should I consider adding parallelism?
. . Locate the loops and functions where your
File View HE'F' program spends its time, and functions that call

|ﬂ% m | lilq | @ - Collect Survey Data

. View Survey Result

Advisor Workflow

hitm_test - e000 + > giaKs hitrn_test.c

" Summary of predicted parallel behavior 0 Intel Advisor XE 2015

, TR - Survey Report & Annotation Report | Suitability Report #° Correctness Report

Intel Advisor helps you choose where to add parallelism to your program

Intel Advisor tools help you choose pessible parallel code regions, and predict their approximate parallel performance and data sharing
preblems. View the Advisor Werkflow to guide you.

i No Annotations found in your project source files.

After scanning 2 source files, 0 annotations have been found.

Top time-consuming Innps'?'

Consider adding parallel site and task annotations around these time-consuming loops found during Survey analysis.

Loop Source Location CPU Total Time?
O work hitm test.c:136 70.1988s
5 work hitm test.c:141 7019885
@ init arrays hitm test.c:120 0.0743s

Collection Details

@ Survey

Collection started: 18 September 2014, 13:28:47
Collection finished: 18 September 2014, 13:29:09
Collection time: 00 min 22 sec

Finalization time: 00 rnin 02 sec

Elapsed time: 00 min 24 sec

Collection Log: Seelog

Application Output: See output

Collection Command Line: See command line

(¥} Suitability (Not available)
@ Correctness (Not available)
@ Platform Information

Frequency: 1.80 GHz

Logical CPU Count: 4

Operating Systern: Windows

Computer Name: bbachmay-MOBL7 ger.corp.intel.com
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Survey Report

hitm_test - 000 & X

| Where should | add parallelism? B

Summary M Survey Report JEAEEUTT ST STy i Suitability Report #° Correctness Report

] 9] (%) vew soure |
Function Call Sites and Loops Total Time % Total Time  Self Time  Hotloops  Source Location
= Total 100.0%: I 33,4208 Os
=l RtlUserThreadStart 100.0%: DI | 33,4208 0.0100s
Elwork 99.8% I | 13.32525 Os hitrm_test.c:126
= [loop at advisor-annotate.h: 136 in work] 1)38.3252s 0.0199s ™ B advisor-annotate.h:136
¥ [loop at hitm_test.c:139 in work] 49,6% I 38.2851s 38,2851 fa hitm_test.c:139
HTlsGetValue 0.1%]1 0.0201s 0.0201s
= _tmainCRTStartup 0.2%1 0.0857s Os criexe.c:473
= main 0.2%]1 0.0857s 113 hitm_test.c:152
Elinit_arrays 0.2%1 0.0701s 13 hitm_test.c:115
O [loop at hitm_test.c:118 in init_arrays] 0.2%I1 0.0701s 0.0100s (o hitm_test.c:118
HWaitForMultipleObjects 0.0%1 0.0156s 0.0136s
4 kA
Example: | lteration Loop, Single Task v | How to add it using a_wizard?
ff To coov compiler ootions. select Build Settings from the drop-down list.

Optimization
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Drill down to Source Code in the hotspot

" Where should | add parallelism? (Source) IO

Summary -. Survey Report & Annotation Report ] Suitability Report # Correctness Report Survey Source X

Line Source Total Time % Loop Time % 2 W

125 1 work - hitm_test.c:126
126 #ifdef WIN32 £ RtlinitializeExceptionChain
127 DWORD WINAPI work(void *pirg) {
128 gelae

129 wvoid * work(void *plrg) |

130 #endif

131

132 int j =0, i = 0;

133 int tid = (int) plrg:

134

135

137 for (j = 0; j < ITERATIONS; j++)
138 {

139

140 for (i = tidr i < MRESIZE; i+= NUM PROCS)
14 i

142

143

144 a[i] = i + a[i] * b[i]:
145 localSum[tid] += a[i]:
146 }

147

142

Selected (Total Time): Ousec w
£ >

Examnple: |lteration Loop, Single Task v 53 Copy to Clipboard | | ¥

// To copy compiler options, select Build Settings from the drop-down list.
#include "adviscr-annctate.h" // RAdd to each module that contains Intel Advisor annctations

BNMOTATE SITE BEGIN{ MySitel ); // Place before the loop control statement to begin a parallel code region (parallel site).

f/ loop control sStatement
ANNOTATE_ITERATICN_TASE( MyTaskl ):; // Place at the start of loop body. This annotation identifies an entire body as a task.
// loop body

BNMOTATE SITE ENWD{)r // End the parallel code region, after task execution completes

Optimization
N
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Advisor XE Annotation Concepts

Advisor XE uses 3 primary concepts to create
a model

= SITE

= A region of code in your application you
want to transform into parallel code

= TASK

= The region of code in a SITE you want to
execute in parallel with the rest of the
code in the SITE

= LOCK

= Mark regions of code in a TASK which must be
serialized

NOTE

All of these regions may be nested
. You may create more than one SITE
. Just macros, so work with any C/C++ compiler

Optimization
Notice

Advisor Waorkflow

1. Survey Target

Where should | consider adding
parallelism? Locate the loops and
functions where your program spends its
time, and functians that call them.

% Collect Survey Data

View Survey Result

P
¢ 2. Annotate Sources

Add Intel Advisor annotations to identify
possible parallel tasks and their enclosing
parallel sites,

Steps to annotate

View Annotations

3. Check Suitability

Analyze the annotated program to check
its predicted parallel performance.

W | collect suitability Data
View Suitability Result

4. Check Correctness

Predict parallel data sharing problems for
the annctated tasks. Fix the reported
sharing problerns.

m Collect Correctness Data

View Correctness Result

’ 5. Add Parallel Framework

Steps to replace annotations

View Summary v

Current Project: My Advisor XE Results - hitrn_test

14, Intel Corporation. All "eserv *0ther names and brands may be claimed as the property of others.



Candidate: ADD Annotation
~ 48% Work: :start

=JDWORD WINAPT work(void *parg) {
S#else

| void * work(woid *pArg) { View Call Hierarchy Ctrl+K, Ctrl+T
#endif Toggle Header / Code File Ctrl+K, Cirl+0
Intel Advisor XE 2015 'y _fpnotation Wizard
int j =8, 1 = 8; ,
. . . . Breakpoint ¥ Annotate Site
int tid = (int) parg;
k  RunTe Curser Ctrl+F10 8 Annotate lteration Task
Run Flagged Threads To Cursor Ang Bk
.}E Cut Ctrl+X =finitions Reference
for (j = @; j < ITERATIONS; j++) LIRS oot o
1
for (1 = tid; 1 <« MAXSIZE; i+= NUM_PROCS) R
{ | void * work(wvoid *pArg)
a[i] = 4 + a[i] * b[i]; gendif
localsum[tid] += a[1i];
} int j =8, 1 = 8;
int tid = (int) pArg;
ANNOTATE _SITE_BEGIN( MySiteS ); ==
b
return @; Iur {(j = @; j < ITERATIONS; Jj++)
|} ANNOTATE_ITERATION TASK( MyTask9d ); —
for (i = tid; i < MAXSIZE; i+= NUM_PROCS)
1
a[i] = 1 + a[i] * b[i];
localsum[tid] += a[i];
} =
H
ANNOTATE_SITE_END(); —
return @;
L}

Intel Optimizati
Confidenti
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hitm test- €0l Rotimated Overall

of the annotated sites? D

‘?H Bl STl & Correctness Report

Maximum Program Target System: | CPU v | Threading Model: | Other v CPU Count: | 256 "
Gain For All Sites: 74.08x

Cormhbined Site Metrice All Inctances [&]

s tance Metrics, Parallel

A Site Label Source Location Impact to Program Gain
Serial time: 68.5132s M d 1. f R 't . d
Predicted Parallel time: 0.9249 > e u e
redicted FaraliE ime * MySites hitm_test.c133  73.76x o ing o ntime an
loops
Site Performance Scahb“it!' H H
Scalability of Maximum Site Gain Loop lterations (Tasks) Modeling Runtime Modeling -
256~ Avg. Number of lterations Avg. Iteration (Task) Type of Change Gain Beneligitpssted
1230 8 (T) (Tasks): Duration: [] Redluce Site Overhead 121
- p @ 1000 0.0171s
B~ [] Reduce Task Overhead +35.73x
= 33 0.008x 0.008x
2 6cd 0.040x 0.040x [ Reduce Lock Overhesd
3 ™ 0.200x 0.200x
3 8x— 1x (1000) 1% (0.01715) [] Reduce Lock Contenticn
%-1' Ay 5% 5%
O g 25x 5 [] Enable Task Chunking +26.35x
El 125% 125%

Apply

o] £ o — o [=2] — rJ [ %]
[=3] %] Fo (%] w —_
o on e

CPU Count
33.5% Load Imbalance: 0.1836s

Intel imizati
Contdent [i] ation
onfidenti Notice
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Adjustable: Target architecture, threading
models and number of CPU

§ hitmn_test - eQ00 #& X hitm_test.c il
m _ -
B ™ What are the performance implications of the annotated sites? D Intel Advisor XE 2(
=]
g Summary . Survey Report & Annotation Report '*El Suitability Report [RleTy et 1 T4 3
'
o Maximum Program Target System: | CPU CPU Couw | 256 v
5 X e J
- Gain For All Sites: 74.08x X ; nstances |2 4 Site Instance Metrics, Parallel
o Site Label gIntel Xeon Phi ) : a - .
Serial time: 68.3132s Offload to Intel Xeon Phi T Parallel Time 8 M
Predicted Parallel time: 0.9249 o
redicted Faralle e * | mysites hitm_test.c:133  73.76x 20¢ 5s 1% 0.1599s
32
i - B4
ite Performance Scalability
' 128 |
512

To set up data collection determine the target architecture,
threading model and number of CPU’ s

Collect the Scalability data, and determine how it differs between
the architectures and threading models.

Optimization
Notice
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After collecting data change your view

What are the performance implications of the annotated sites? ID

Summary - Survey Report & Annotation Report '*‘ﬂ Suitability Report [ al&Ty e i 0 Ty S
Maximum Program Target System: | Intel Xeon Phi v | Threading Model: | Other v Coprocessor Threads:| 128 Y]
Gain For All Sites: 141.81x Combined Site Metrics, All Instances Site Instance Metrics
- Site Label Source Location Impact to Program Gain . ‘
Serial time: 685.1318s 2 ’ Total Serial Time  Total Parallel Time  Site Gain ~ Parallel Time
Predicted Parallel time: 4.8314 N
reieted Faralielime * MySites hitrn_test.c:133 | 141,69 682245 1.9411s 35147x 04853
Site Performance Scalability
Scalability of Maximum Site Gain Loop lterations (Tasks) Modeling Runtime Modeling -
. . . I Avg. Number of Iterations Avg. Iteration (Task) Type of Change Gain Benefit if Checked
This site is ready for© . (Tasks): Duration: [[] Reduce Site Overhead +0.00x
Intel Xeon Phi, 1000 0.1703s
s [] Reduce Task Overhead +3.42%
=z 0.008x 0.008x
g (58 ) 0
g 0.040% 0.040x [[] Reduce Lock Overhead
3 * 0.200x 0.200x
3 9 1x (1000) 1x (0.1705%) [ Reduce Lock Contention
w *his site is riot ready for Sx Sx
2‘. Intel X¢on Phi 25% 5k [] Enable Task Chunkin +3.32x
5 125x 125x
Apply
ra = L] — o =31 — ra
o ra e ra i
2] o
Coprocesser Threads

Optimization
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Review of of Lab 1
Survey, Annotate, Suitability

What would be the best target architecture for this code?

Does loop scale well?

At how many iterations would you want to use Xeon Phi coprocessors
instead of CPU’ s

Does the Threading model make a difference in the scalability?

Optimization
Notice
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Advisor Workflow

Correctness Simulation 8 1. survey Tare 2

Where should | consider adding
parallelisrn? Locate the loops and
functions where your program spends its
time, and functions that call them.

Find data sharing problems prior to 8¢ | Collect Survey Data
implementation View Survey Result
m Data Sharing ¢ 2. Annotate Sources
Add Intel Advisor annotations to identify
= Data races possible parallel tasks and their enclosing

parallel sites.

Steps to annotate

View Annotations

Intel Advisor XE provides a list of errors: {H]3. check suitability
Analyze the annotated program to check
= shows a snippet of the code at all the related e

code locations Y | Collect Suitability Data

View Suitability Result

4, Check Correctness

Predict parallel data sharing problems for
the annotated tasks. Fix the reported
sharing problems.

= Correctness Analysis watches the annotated sites 2 | Cotect Coreciness pata

for data sharing problems

View Correctness Result
L -

’ 5. Add Parallel Framework

Steps to replace annotations

View Summary o

Current Project: My Advisor XE Results - hitrm_test

Optimization
Notice
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Correctness Analysis - Set up

Build a target executable using debug
configuration build

Choose a reduced data set that allows execution of
all control paths ’

= Reduce data set size - divide by 8

= 258x84 executes about 1 minute
= Be sure to thoroughly execute control paths

Annotate your program

» Correctness only looks aﬁ annotated sites

Qeeeveenes eeecciiieciiitiiiitittiianans

Optimization
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Advisor Workflow

Check Correctness O 1. survey Target

Where should | consider adding parallelism? Locate the
loops and functions where your program spends its
time, and functions that call them.

% Collect Survey Data

View Survey Result

Recompile using Debug { 2 Annotate sources
Add Intel Advisor annotations to identify possible
parallel tasks and their enclosing parallel sites.

Execute your program using

Steps to annotate

View Annotations

Collect Correctness data
@ 3. Check Suitability
Analyze the annotated program to check its predicted

parallel perfermance.
Wl | collect suitability Data

Execution will take longer as the
View Suitability Result

code is executing in debug and p .
. . 4. Check Correctness
the annotations 1n the COde Predict parallel data sharing problemns for the annotated
3 v thie renedterd charinn mrohblems

m Collect Correctness Data

View Correctness Result
. v

’ 5. Add Parallel Framework

Steps to replace annotations

View Surmmary

Current Project: hitm_test_correctness

Optimization
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Correctness Report

| Did the annotated tasks expose data sharing problems? 1

Summary -. Survey Report & Annotation Report | Suitability Report @ Correctness Report

] @& Type Site Name  Sources Modules State Severity
P1 @ Parallel site information  MySitel hitr_test.c hitm_test.exe « Not a problem Error 1 item
Data communication Remark 1 item
Type
Parallel site information 1 item
Data communication 1 item
Site Name
MySitel 2items
Source
ID Description Source Function  Module State hitm_test.c 2items
=X2 Parallel site hitm_test.c:134 work hitm_test.exe Fe New Module
132 int tid = {int) pArg; hitm_test.exe 2itermns
133
134 ANNOTATE_SITE BEGIN({ MySitel ); State
135 MNew 1item
136 Not a problem 1 item
=X3 Read hitm_test.c:144 work hitm_test.exe P& Mew
142
143 ali] = 1 + a[i] * b[i]:
144 localSum[tid] += a[i];:
145 1
146 '
EX4 Write hitm_test.c:144 work hitrn_test.exe e New
142
143 ali] = 1 + a[i] * b[i]:
144 localSum[tid] += a[i];
145 1
146 '

zation
Notice
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Drill down to source code to get more
1nformation

| Did the annotated tasks expose data sharing problems? (Source) 1O Intel Advisor XE 2015

Summary -, Survey Report #& Annotation Report | Suitability Report # Correctness Report Correctness Source %

137 for {j = 0; j < ITERATIONS; j++) ~ || B work - hitm_test.c:144
138 {

139 for (i = tid; i < MRXSIZE; i+= NUM FROCS)

140 {

141 ANNOTATE ITERATION TASK({ MyTaskl );

143 a[i] =1 + a[i] * b[i];

145 1

146 }

147 RNNOTATE_SITE_END():
148 return 0;

149 }

E

137 for {(j = 0; j < ITERATIONS: j++) A || B work - hitm_test.c:144
138 {

139 for (i = tidr i <« MRXSIZE; i+= NUM PROCS)

140 {

141 ANNOTATE ITERATION TASK({ MyTaskl ):

142

143 al[i] =1 + a[i] * b[i]:

145 1

146 1

147 LNNOTATE_STTE_END() ;
148 return 0;

149 }

150 v

1o} Description Source Function Module State

X2 Parallel site hitm_test. ... work hitm_test.exe P New
X3 Read
Write

work hitm_test.exe P New

Write Read
hitm_test.c144 hitm_test.c:144

2014, Intel Corporation. All rights reserved. *Other names and b s may be claimed as the property of others



Fix the issues shown in Advisor and
Repeat---

You do not have to choose the perfect answer the
first time, so you can go back and modify your
choices

[terative refinement will either
= (Create a suitable and correct annotation proposal

= Conclude no viable sites are possible

Efficiently arriving at either answer is valuable

Optimization
Notice

Copyright© 2014, Intel Corporation. /

then




Add Parallel Framework

Advisor XE Workflow I

1. Survey Target
Where should I consider adding
parallelism? Locate the loops and
functions where your program
[read more]

Collect Survey Data
View Survey Result

¢ 2. Annotate Sources
Add Intel Adviser XE annotations
to identify possible parallel tasks
and their enclosing parallel sites.

Steps to annotate

- View Annotations

3. Check Suitability

Analyze the annotated program te
check its predicted parallel
perfermance.

Collect Suitability Data

View Suitability Result

4. Check Correctness

Predict parallel data sharing
preblems for the annotated tasks,
Eix the reported sharing problems.

Collect Correctness Data

View Correctness Result

* 5. Add Parallel Framework

Steps to replace annotations

- View Summary

Benchmarks - 000 X

Ad

your code's parallel behavior,

Summary of predicted parallel b

,Summary - Survey Report & Annotat

Intel Advisor XE helps you choo

Intel Advisor XE tocls help you: (1) choose
application to locate where it spends its ti
Insert Intel Advisor XE annotations to ident

These annotated parallel sites were detected:

Paraliel Site Maamum Ste Gain Correctness Problems
Start Bodies (nbodies.cs103) 133 04

around these functions 5o Suitabilty and Correctness can predict their paralled behavior.

Function Source Location CPU Time

Potential program gain : 1.12x (8 CPUs, Microsoft TPL Threading Model)

[ VTuneAmpléer X Examples:POTENTIAL stant potentialcsfi2 98229
RT3 T2 A T T (R 1 W S OROGISL CEIND fA341%

Potential program gain':?': 2.41x (8 CPUs, Microsoft TPL Threading Model)

These annotated parallel sites were detected:

Parallel Site Maximurn Site Gain® Correctness Problems
potential site (potential.cs:61 7.64% @340
nbody site (nbodies.cs:101) 132 @iy

The most time-consuming (hot) functiens found during Survey analysis appear below. Consider adding parallel site and task annotations
around these functions so Suitability and Correctness can predict their parallel behavior.

Functicn Seurce Location CPU Time?
<»c_DisplayClassf1:<ForWorker>b ¢ 7 10.9345s
(TupetmplifispdEeEramnlece MBOD pbodicc col0o J 3358
VTuneAmplifierXE: Examples:P OTEMTIAL::computePot st potential.cs:dl 2.8775:

Collection Details.
Survey

Collection started:
Collection finished:
Elapsed time:
Collector Log:
Appilcation Qutput:

Collector Command Line:

21 March 2012, 6:01:26 PM
21 March 2012, 6:01:39 PM
00 min13 sec

Seeleg

See output

See command line

The mest time-consuming (hot) functions found during Survey analysis appear below. Consider adding parallel ste and task annotations

m

Optimization
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Summary

The Intel Advisor XE is a unique tool

= assists you to work smarter though detailed modeling

= guides you through the necessary steps

= Jeaves you in control of code and architectural choices

= Jets you transform serial algorithms into parallel form faster

The parallel modeling methodology
* maintains your original application’ s semantics and behavior

= helps find the natural opportunities to exploit parallel execution

Optimization
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[Legal Disclaimer & Optimization Notice

INFORMATION IN THIS DOCUMENT IS PROVIDED “AS IS” . NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR
OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. INTEL ASSUMES NO LIABILITY
WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO THIS INFORMATION INCLUDING
LIABILITY OR WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF
ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

Software and workloads used in performance tests may have been optimized for performance only on Intel
microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer
systems, components, software, operations and functions. Any change to any of those factors may cause the
results to vary. You should consult other information and performance tests to assist you in fully
evaluating your contemplated purchases, including the performance of that product when combined with other
products.

Copyright © , Intel Corporation. All rights reserved. Intel, the Intel logo, Xeon, Xeon Phi, Core, VTune,
and Cilk are trademarks of Intel Corporation in the U.S. and other countries.

Optimization Notice

Intel’s compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that
are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and
other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on
microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended
for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for
Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information
regarding the specific instruction sets covered by this notice.

Notice revision #20110804
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